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Abstract

We present an approach that uses learning from demon-
stration in a computer role playing game to create a con-
troller for a companion team member. We describe a
behavior engine that uses case-based reasoning. The be-
havior engine accepts observation traces of human play-
ing decisions and produces a sequence of actions which
can then be carried out by an artificial agent within
the gaming environment. Our work focuses on team-
based role playing games, where the agents produced
by the behavior engine act as team members within a
mixed human-agent team. We present the results of a
study we conducted, where we assess both the quanti-
tative and qualitative performance difference between
human-only teams compared with hybrid human-agent
teams. The results of our study show that human-agent
teams were more successful at task completion and, for
some qualitative dimensions, hybrid teams were per-
ceived more favorably than human-only teams.

Introduction
In this paper, we present an approach to automatically learn
behaviors for characters in computer role playing games.
Our approach employs learning from demonstration. Ob-
servation traces are collected from human players as they
interact within a gaming environment. These traces are pro-
cessed by a behavior engine that employs case-based reason-
ing (Riesbeck and Schank 1989; Aamodt and Plaza 1994).
The end result is fully autonomous behavior control for char-
acters within a computer role-playing game.

The major advantage of learning from demonstration is
the ability to derive autonomous behavior by simply observ-
ing human play. This reduces the need for programmers to
construct large behavior sets by manually encoding individ-
ual rules. Instead, a behavior engine that employs case-based
reasoning dictates the type of behavior that should be per-
formed based on similarity between the present and previous
gaming environments. The resulting recommendations are
sent to non-player characters within a virtual environment,
which then carry out the required behavior. Overall, the au-
thorial burden of character control is eased. This allows a
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Figure 1: Hands of War 2 gaming environment

range of character styles and behaviors to be automatically
captured and re-used in gaming and virtual environments.

In this work, we utilize a case-based behavior engine that
employs learning from demonstration for team-based play,
where an autonomous agent is required to interact and co-
operate with a team of human players in order to complete a
task within a gaming environment. We present the results of
a study that determines the effect of replacing a human team
member with an autonomous agent. In particular, our study
attempts to capture differences observed between human-
only teams and hybrid human-agent teams, in terms of both
task performance and teamwork perception (i.e, how well
teams were perceived to work together as judged by team
members).

Our research takes place in the domain of role playing
games. In particular, our study was conducted in a commer-
cially available RPG game called Hands of War 2 (Axis-
Games 2012). For this research, we modified the game
Hands of War 2 to accommodate team based play within col-
laborative battles. Teams were made up of three members,
each with separate roles to play. The team roles consisted of
a warrior, a ranger and a wizard. The warrior could perform



close-ranged attacks, whereas the ranger would attack from
a distance. The wizard could attack at a distance, as well
as cast healing and shielding spells for the group. In order to
win the game, team members were required to work together
to defeat an enemy character within a constrained time pe-
riod of five minutes. Figure 1 depicts a snapshot of the game
play. First, teams composed entirely of human players were
used to gather game traces. A mixture of human subjects
were used to gather data, with varying levels of experience
when it came to gaming. The second group of teams in-
volved a mix of human subjects and one automated agent. To
reduce the effect of bias in the study, human team members
were not made aware that one of their team mates was an AI
agent. This was made possible by having a member of the
research team sit in on the experiment and pretend to con-
trol one of the characters in the game. In reality, this charac-
ter was actually entirely controlled by the case-based behav-
ior engine, which was trained with the data traces recorded
from the first group of participants. Both a quantitative and
qualitative analysis was conducted. We present a compara-
tive evaluation between all-human vs. hybrid human-agent
teams. We found that hybrid teams were more successful at
task completion compared to all-human teams and hybrid
teams were perceived more favorably, for some qualitative
dimensions.

First, we present related work in both learning from
demonstration and team-based AI. We then provide further
details regarding our case-based behavior engine and de-
scribe the methodology used within our study. Finally, we
present results of the study, followed by discussion.

Related Work
Our work is related to other research that employs case-
based reasoning and learning from demonstration. Floyd,
Davoust, and Esfandiari (2008) detail an approach for con-
structing an autonomous, spatially aware agent that uses
case-based reasoning within the domain of RoboCup soc-
cer. They employ learning from demonstration by observ-
ing the playing decisions of other RoboCup soccer players.
Their work is similar to our own, as a team of agents are re-
quired to coordinate and reason within a spatial dimension.
However, our own work requires coordination among a team
of players, where team members are a mix of both artificial
agents and human players.

The work we describe in this paper focuses on role play-
ing game environments (RPG). The related environment of
real time strategy games (RTS) has often been employed as a
test-bed for learning from demonstration research (Ontañón
et al. 2007; Palma et al. 2011; Weber, Mateas, and Jhala
2012). In particular, (Ontañón et al. 2007) employed learn-
ing from human demonstration, together with real-time
case-based planning to play the RTS game of Wargus and
(Weber, Mateas, and Jhala 2012) who investigated learn-
ing from demonstration in the domain of StarCraft. While
the strategies these works produced may be used to chal-
lenge human opposition, the goal was not to augment human
teams with artificial agent members. This has been the goal
of research presented in (Abraham and McGee 2010) and

(Merritt and McGee 2012). Abraham and McGee (2010) de-
scribe considerations involved in developing an AI “buddy”
agent that can dynamically adapt to the needs of a human
player while cooperating against an adapting AI opponent.
The authors describe a simple game called Capture the Gun-
ner where cooperation is required to succeed. The basic
game structure involves a team composed of a human-player
and an AI agent, both of whom must attempt to reach an
opponent, the gunner, before they are shot. Success only
occurs when both teammates have reached the gunner. The
game is designed such that the difficulty of the opponent in-
creases with each level and the AI teammate’s skill adapts
to the needs of the human-player and the opponent’s skill.
Our work differs from that of (Abraham and McGee 2010;
Merritt and McGee 2012) as we focus on the more com-
plex domain of computer role-playing games. Moreover, the
agents we produce are required to interact with multiple hu-
man team members, not just a single teammate.

Case-Based Behavior Engine
We use a case-based approach in order to generate behavior
for artificial agents within the gaming environment. There
are four main components involved with generating behav-
iors. They are:

1. Trace generation and capture

2. Preprocessing of traces

3. Similarity assessment

4. Solution generation

We provide further details for each of these components.

Trace Generation and Capture
Traces are generated by having a team of human players
play the game Hands of War 2. Figure 1 depicts a snapshot
of the game play. Figure 1 also lists the features captured
from the environment and stored within a game trace. As we
are dealing with a real-time environment, in which the order
of actions matter, all game traces record time-stamp infor-
mation. For every 100 milliseconds of game play, a trace
is captured and stored. Each trace records information re-
garding all players’ current locations, as well as the enemy’s
location. Location information is encoded as (x,y) coordi-
nates in screen space within the trace. Traces also capture
players’ current health values, as well as the enemy’s cur-
rent health. The ability being performed by each player is
recorded, as are the abilities that are currently ready and
able to be performed by the player. Finally, we also record
whether a player is currently attacking, as well as the player
currently being attacked by the enemy.

Preprocessing of Traces
Before generating agent behavior by utilizing the captured
traces within our behavior engine, a preprocessing step oc-
curs. The only preprocessing performed involves mapping
(x,y) location values into a grid system. A grid based encod-
ing was chosen for similarity assessment and case retrieval,
rather than relying on raw pixel information captured in the



Figure 2: Location information is encoded using a rotation/reflection agnostic grid based system

initial traces. This was done in order to generalize entity po-
sition information. Figure 2 shows how an entity’s (x,y) po-
sition is mapped into a 3x3 grid. In Figure 2, E stands for
the enemy and P1, P2 and P3 are the players’ positions. We
use an encoding that ignores reflections and rotations of the
grid. Figure 2 shows an example of our rotation/reflection
agnostic grid based encoding. The right hand side depicts a
series of grid rotations that are all treated as similar during
case retrieval. This allows a larger number of similar cases
to be retrieved by our behavior engine at runtime.

Similarity Assessment
Case retrieval involves determining similarity between the
current environment and traces captured from previous hu-
man demonstrations. The result of each human demonstra-
tion is a separate case-base composed of time-stamped ac-
tions and behavior. As each demonstration results in a sepa-
rate case-base, a prioritized list of case-bases is kept, which
dictates the order in which distinct case-bases are searched.
Case-bases were manually prioritized by the authors based
on the perceived quality of demonstration. As such, case-
bases where team members were perceived to have worked
well together to complete the task were queried first by the
behavior engine.

We use a two stage process for case retrieval. In stage
one, we encode the current spatial environment using our
grid-based encoding, which ignores differences between ro-
tations and reflections. A prioritized search of case-bases
takes place, where each case-base is searched for match-
ing grid encodings. Higher priority case-bases are searched
before lower priority ones. If no spatial matches are found
within the current case-base, the search continues on to the
next case-base. If the current case-base does contain spa-
tial matches, a smaller subset of matching cases is extracted
from this case-base.

The second stage of the retrieval process involves a deeper
similarity assessment, performed on the subset of cases re-
trieved from stage one. Here, similarity assessment between
weighted feature vectors takes place, where feature vectors
capture the game state information from Figure 1. Larger
weights were assigned to features that captured player and
enemy heath information, with lesser importance placed on
a player’s ready ability and attack status. The case which
is most similar to the current environment is selected and
passed to the solution generator.

Solution Generation
Once we have determined the most similar case, the final re-
quirement of the behavior engine is to generate a solution. A
solution determines the destination a character should pro-
ceed to, as well as a sequence of actions it should perform
within the environment. In order to determine a series of ac-
tions, a look ahead is performed through the time stamped
cases that directly follow the most similar case in the case-
base. Beginning with the most similar case, the actions that
follow are extracted. The amount of look ahead to perform is
specified by look-ahead parameter, ∆t. In our behavior en-
gine, we used ∆t = 25, which corresponds to roughly two
and a half seconds of look ahead. The final case after ∆t
dictates the cell location a player should proceed to. A final
reverse spatial mapping is performed to determine the actual
location the agent will move to, in the current environment,
given the rotation/reflection agnostic grid encoding.

Methodology
One of the motivations of this work was to evaluate any
observed differences between all-human groups compared
with hybrid human-agent groups. We sought to evaluate dif-
ferences in how well teams performed their task, as well as
how team members judged their team’s performance. We
conducted a study that comparatively evaluated the perfor-
mance of two groups. The first group was made up of three
human players only. We refer to this team as the all-human
team. The second group was made up of two human players
and one agent. The agent was controlled by our case-based
behavior engine. We refer to this team as the hybrid team or
the human-agent team.

First, we collected game traces from the all-human teams.
Teams were asked to play together to defeat an enemy in
the game. Teams were first given instructions on the abil-
ities of each character type, as well as the game controls.
Each team was allowed one practice round, followed by one
or two actual rounds where game traces and statistical re-
sults were recorded. Three rounds were played at most to
limit the amount of time required by subjects to participate
in the study. Players had at most five minutes per round
to work together to defeat the enemy in the game. Teams
were free to communicate with each other regarding tactics
and strategies to use. Following game play, subjects were
asked to complete a short questionnaire about how they felt



Table 1: Quantitative results recorded between groups
Human-Only Human-Agent Control

Average Successes (%) 66.67 100.00 75.00
Average Time 221.89 205.34 156.36
Average Time (Success only) 168.51 197.78 108.48
Average Deaths per round: Warrior 0.17 0.17 0.25
Average Deaths per round: Ranger 0.00 0.50 0.00
Average Deaths per round: Wizard 0.67 0.50 1.00
Average Deaths per round: Total 0.83 1.17 1.25

about their team’s performance. The questionnaire was con-
structed by selecting an appropriate set of questions from the
Team Diagnostic Survey (Wageman, Hackman, and Lehman
2005), an instrument intended to assess team efficacy.

The traces collected from the first group of players were
then used within our case-based behavior engine to automate
the actions of an artificial agent within the gaming environ-
ment. The second set of human-agent teams consisted of two
human players and one artificial agent. The agents could
play any of the available character types by simply adjust-
ing the set of traces it used to generate behavior. As we did
not want to introduce any bias into the experimental setup,
human subjects were not told that one of the players was
an artificial agent. Instead, a member of the research team
pretended to control the character in the game, when in fact
the behavior witnessed was entirely produced by the behav-
ior engine. All other details of the study were held constant
between the two groups.

A third and final control group was also included in the
study setup. All details for the control group were the same
as for the human-agent group, except for the fact that the
agent’s behavior was no longer generated by the case-based
behavior engine, but instead generated randomly.

In total, there were four human-only teams (12 human
subjects), six human-agent teams (12 human subjects) and
four control teams (8 human subjects). For each group we
conducted a quantitative and a qualitative analysis. For the
quantitative analysis we measured 1: task outcome (suc-
cess or failure), 2: task completion time, 3: relative damage
inflicted upon enemy per player, and 4: number of player
deaths.

The qualitative analysis consisted of a set of 13 team re-
lated questions, listed in Table 2. The questions from Table 2
were selected from the Team Diagnostic Survey (Wageman,
Hackman, and Lehman 2005), based on their appropriate-
ness for our experimental setup. A 5 point Likert scale was
used to record responses. Values ranged from 1: very inac-
curate, 2: somewhat accurate, 3: neither, 4: very accurate to
5: very accurate. Subjects were also given the option of de-
clining to respond.

Experimental Results
Quantitative Results
Table 1 summarizes the quantitative results data obtained
from the study. Within each row, the bold values highlight
the group that performed the best. First, notice that hybrid

Figure 3: Proportion of damage inflicted by player types be-
tween groups

human-agent teams outperform the human-only and control
group at task completion. In fact the human-agent groups
never fail at completing the task, whereas the human-only
group only manages to successfully complete the task two
thirds of the time. Next, we observe that the human-only
group takes the longest time to complete the task. This
makes sense, as more task failures results in a larger average
completion time. When we consider only instances where
the task was completed successfully, the human-agent group
takes the longest time on average. Interestingly, the control
group takes the least amount of time to defeat the enemy.
Table 1 also captures information about how many times
each player type died while performing the task. Overall,
members of human-only groups died the least, followed by
human-agent team members. The most number of deaths oc-
curred in the control team, where the agent took random ac-
tions.

We also measured the amount of damage each player type
inflicted upon the enemy during task completion. Figure 3
shows the relative damage inflicted for characters within
each group type. The leftmost (blue) bars record the damage
inflicted when a human player controlled the particular char-
acter type (warrior, ranger, wizard respectively). The mid-
dle (red) bars, record the relative damage inflicted when the
character was controlled by our case-based behavior engine.
The rightmost (green) bars record the damage inflicted by
each character type, when they were controlled by the sys-
tem and given random actions to perform. We can see that
both the case-based behavior engine and random play, do



Table 2: Questions selected from the team diagnostic survey

1 Members of this team have their own individual jobs to do, with little need for them to work together.
2 This team’s purposes are not especially challenging - achieving them is well within reach.
3 Members of this team are too dissimilar to work well together.
4 This team has too few members for what it has to accomplish.
5 This team is larger than it needs to be.
6 Some members of this team lack the knowledge and skills that they need to do their parts of the team’s work.
7 Generating the outcome or product of this team requires a great deal of communication and coordination among members.
8 Members of this team have to depend heavily on one another to get the team’s work done.
9 This team is just the right size to accomplish its purpose.

10 Everyone in this team has the special skills that are needed for team work.
11 Members of this team agree about how members are expected to behave.
12 This team has a nearly ideal “mix” of members.
13 Generally speaking, I am very satisfied with this team.

poorly (compared to human players) when they control the
warrior. If we consider damage inflicted by the ranger, both
humans and agents perform similarly, with random play per-
forming slightly worse. Finally we observe that, when con-
trolled by the behavior engine, wizards inflict more damage
on average than when controlled by their human counter-
parts.

Qualitative Results
A further objective of the study performed was to gauge
team member perceptions about their team’s dynamics and
to determine if any differences exist between human-only
teams compared with hybrid human-agent teams. Table 2
lists the questions that were posed to human team members
after completion of the task. The question numbers from Ta-
ble 3 correspond to the questions listed in Table 2. In Table
3, we have grouped questions into a mostly critical set (light
red background) and a generally positive set (light green
background). Values closer to one are preferred for mostly
critical questions, whereas values closer to five are preferred
for generally positive questions. Also depicted are p values
calculated by conducting an unpaired, two-tailed t-test be-
tween the human-only and human-agent groups. Once again
values in bold highlight the group with the most favorable
response and bold-italicized p values indicate statistical sig-
nificance with 95% confidence.

The results from Table 3 show that for three out of the six
mostly critical questions, human subjects disagreed the most
when one of the team members was an AI agent (i.e. ques-
tions two, five and six). For one of these questions (question
six), the result was statistically significant, with 95% confi-
dence, when compared with the human-only team.

For the generally positive set of questions, subjects from
the human-agent team agreed more strongly on average with
four out of the seven questions, compared with responses
from members of the human-only and control teams. More
favorable responses were recorded from the human-agent
team for questions eight, nine, eleven and thirteen. For two
of these questions (eight and eleven) the difference observed
was significant, when compared with the human-only team.

Table 3: Qualitative results recorded between groups

Q. Human-Only Human-Agent p = Control
1 2.83 2.83 1.00 2.38
2 4.00 3.75 0.594 3.88
3 1.75 2.00 0.594 1.63
4 1.42 1.50 0.784 1.88
5 1.92 1.83 0.790 2.25
6 3.33 1.91 0.006 2.25
7 3.17 3.75 0.218 4.00
8 3.67 4.58 0.041 3.88
9 4.50 4.67 0.581 4.50

10 3.91 4.50 0.199 4.88
11 3.33 4.36 0.029 3.88
12 4.30 4.09 0.496 4.38
13 4.00 4.50 0.097 4.00

Responses to the final question from Table 3 (question thir-
teen) indicate that, overall, team members from the human-
agent group appeared slightly more satisfied with their team
(4.5 on the Likert scale), compared with the human-only and
control teams (4.0 on the Likert scale, for both).

Discussion
We noticed some interesting differences in observed be-
havior between character types when they were controlled
by our behavior engine. The behavior patterns of both the
ranger agent and the wizard agent were reasonable and ap-
peared consistent to human play. However, the behavior of
the warrior agent was less ideal. In general, the warrior spent
considerably more time transitioning between locations than
it did actually attacking the enemy. The explanation for this
difference between characters has to do with the type of at-
tack characters perform. The warrior used a close ranged at-
tack, whereas the ranger and wizard both use long ranged at-
tacks. In general, the system appeared to struggle with close
ranged attacks due to the added requirement that the agent



be within close proximity to the enemy. For ranged attacks
this requirement did not exist, making attacks easier to com-
plete. This explains the reduced damage values in Figure
3 for the warrior agent-only and control entries. For long
ranged attacks, the ranger agent competed at a level com-
parable with human play, although it incurred more deaths
on average. Finally, the wizard agent inflicted more damage
than its human counterparts and also incurred fewer deaths.
This is likely due to the behavior initially witnessed during
trace capture, where human wizard players typically adopted
a strategy which used the wizard’s abilities to protect the
group, while consistently avoiding the enemy. This behav-
ior was successfully replicated by the behavior engine. The
fact that hybrid human-agent teams outperform human-only
teams at task completion is likely due to the prioritized case-
base search, which ensured higher quality case-bases were
queried first.

The authors were not expecting the hybrid human-agent
groups to perform any better than the human-only groups in
the qualitative evaluation. However, the results from Table
3 showed that for a number of questions the human-agent
group members were less critical and more positive of their
team compared to the human-only and control teams. In par-
ticular, hybrid human-agent groups performed the best on
the final question: “Generally speaking, I am very satisfied
with this team”.

All of the subjects involved in the study thought that
the member of the research team was making and execut-
ing playing decisions for their character, when in fact this
character was controlled by the case-based behavior engine.
After revealing to participants that they had been playing
with an agent rather than a human team mate, a few sub-
jects stated that they were so focused on their own actions
they did not have the opportunity to fully observe the ac-
tions of the other players. One possible explanation for why
human-agent groups were more satisfied with their team is
that, given this high cognitive load subjects had to deal with,
they may have relied more on the eventual outcome of the
task to influence their responses to the questionnaire. The
human-agent group had a 100% success rate at task comple-
tion, compared with lesser success rates for the human-only
and control teams. This may have led to an improved quali-
tative judgment by team members.

Conclusion
This work involved the design and construction of a case-
based behavior engine, which learns from demonstration.
Traces collected from multiple human demonstrations are
used as input into the behavior engine, which then suggests a
sequence of actions to perform based on those traces. By ap-
plying learning from demonstration, new behaviors can very
quickly and easily be incorporated into the system without
requiring additional programming effort. We utilized our be-
havior engine within a study to determine differences in per-
formance between teams composed entirely of human play-
ers and teams augmented with artificial agents. We designed
our study, such that human team members who played on the
hybrid human-agent team, were not aware of this fact. This
was done in order to not introduce any bias into the study.

We found that hybrid, human-agent teams, were more suc-
cessful than all-human teams at task completion. We also
found that on some qualitative dimensions, hybrid teams
were perceived and evaluated better by their human team
members, compared to human-only teams.
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